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In-advance bandwidth reservation and Grid

• Grid provides a single system image to users by 
virtualization of service infrastructure such as computing, 
data and network resources from multiple domains.

• Users do not care about actual resources they are using. 
Grid middleware (such as planner, broker and scheduler) 
coordinates resources and provides virtual infrastructure.
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Network service for Grid

• To realize such virtual infrastructure for Grid, resource 
management is one of the key issues. 

• Grid middleware should allocate appropriate resources, 
including network resources, according to user’s request. 

• Network resource manager should provide resource 
management service to Grid middleware.

Network Service
• A standard open interface between Grid middleware and 

network resource manager is required, but not yet 
established.
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Timing of resource provisioning

• On demand provisioning
– Common in traffic engineering of network
– End time of resource provisioning is undetermined

• Batch scheduling
– Most of the schedulers for computing resources use the batch model

• Make a queue of jobs with priority, and execute jobs in the order
• Good for resources managed by a single scheduler

• In-advance reservation/scheduling
– For resources provided by multiple providers, advance reservation is 

suitable
• Each provider can control its own resources with a reservation table

– Existing protocols such as GMPLS does not support advance 
reservation.

• The routing function of GMPLS assumes on-demand provisioning of 
paths

– Not very common for computing resources too.
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Design of the network service interface

• Web Services
– Grid is being built based on Web Services technology
– Network service should be provided as a “Web Services”.

• SLA support
– Bandwidth, latency etc.

• In-advance reservation
– Reserve bandwidth 
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What is “Web Services”?

• Application components which can be accessed thorough 
open standard web protocols (XML, SOAP, etc.).

• Web Services interface enables interaction between 
application components
– Very high level interoperability among the components. 

• A standard Web Services based open interface between 
Grid middleware and network resource manager is required 
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• Joint project of KDDI R&D labs., NTT, NICT and AIST.
• G-lambda project has been started in December 2004. 
• The goal of this project is to establish a standard web 

services interface (GNS-WSI) between Grid resource 
manager and network resource manager provided by 
network operators.

G- lambda project overview
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System architecture

NRM
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Two application components interact through GNS-WSI

• Global Resource Coordinator
– According to users’ request, reserves computing and network 

resources (lambda paths) in advance

• Network Resource Manager
– Responses to the requests from GRS through GNS-WSI
– Manages reservation database
– Hides detailed implementation. Provide required bandwidth 

between end points. (Path virtualization)
– When the reserved time arrives, activate paths
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GNS-WSI (Grid Network Service / 
Web Services Interface)

• Grid Network Service-Web Services Interface
• Interface to realize advance reservation of bandwidth
• Based on the Web Services interface technology
• Can be used for inter-domain coordination
• Polling-based operations

– Advance reservation of a path between end points
– Modification of reservation (i.e. reservation time or duration)
– Query of reservation status
– Cancellation of reservation

• GNS-WSI2
– WSRF(Web Services Resource Framework) based interface

• GT4 (Globus Toolkit 4) Java WS Core
http://www.globus.org/toolkit/

– 2-phase commit
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An example XML exchanged through 
GNS-WSI

Client

(E.g. GRS, 
Resource

Coordinator)

NRM

Booking request (netResourceReservation)
Site IDs, Reservation Time, Bandwidth(, availability, latency)
(Example: Site A-B, 15:00-18:00, 1Gbps)

Reference of the requested reservation

Get command status

"Prepared"

Commit the requested reservation

Get reservation status

"Reserved"
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Service Parameters

Initial/Prepared/Committ
ed/AbortedStringstatus of each commandcommandStatus

Available / NotAvailableStringstatus of network 
resourceresourceStatus

GT4 GSIStringuser name of certificatelocalUsername

Created/Reserved/Activa
ted/Released/ErrorStringstatus of reservationreservationStatus

YYYY-MM-
DDTHH:MM:SSZ xsd:dateTimeStart time and end time 

of the reservation
Reservation time

(startTime, endTime)

Positive integer (msec)Latency between end 
pointslatency

0 = Un-protected
1 = Protected

Integer (-232～ 232-1)Network protection of 
network resource availability

Name or ID of sitesStringID to specify A and Z 
points 

Site ID
(APoint, ZPoint)

Positive integer (kbit/s)Bandwidth of the 
resourcebandwidth

RemarksValueUsageParameter



Page 16

Outline

• In-advance bandwidth reservation and Grid
• G- lambda project: GNS-WSI and architecture
• Experiment on a single-domain network
• Architecture for multi-domain network 
• Experiment on a multi-domain network



Page 17

Experiment on a single-domain network
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Overview of Demonstration at iGrid2005 

① User requests service 
via GUI, specifying the required 
number of computers and the
network bandwidth needed

Grid Resource Scheduler (GRS)

Computing Resource Manager
(CRM)

Network Resource 
Management System (NRM)

②The computing resources
and GMPLS network resources
are reserved as the result of 
interworkingbetween 
the GRS and NRM using GNS-WSI
(Grid Network Service /
Web Services Interface)
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③ A molecular dynamics 
simulation is executed using the 
reserved computers and lambda 
paths. Ninf-G2 and Globus
Toolkit 2 (GT2) are used at each 
cluster.
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Grid Resource Scheduler (GRS)

• A Grid scheduler developed by AIST
– Implemented using GT4 (Globus Toolkit 4)

• According to users’ request, reserves computing and 
network resources (lambda paths) in advance
– Accepts requests which specify required # of clusters, # of CPUs

at each clusters, and the bandwidth between clusters.
– GRS selects appropriate clusters by interworking between the 

NRM and multiple CRMs (Computing Resource Manager)

Globus Toolkit 4 (GT4)
• Globus Toolkit (GT) is one of most popular open source 

software toolkit for Grid. 
• GT supports functions including communication, user 

authentication, resource management. 
• Globus Toolkit 4 (GT4) is the latest version which uses 

Web Services technology
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Network Resource Management System (NRM)

• NRM developed by KDDI R&D Labs. was used.
• Response to the requests from GRS through GNS-WSI
• Hide detailed path implementation. Provide a path 

between end points. (Path virtualization)
• Schedule and manage lambda paths. When the reserved 

time arrives, activate paths using GMPLS protocol.
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Demo Environment
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Overview of the Demo Application

• A molecular dynamics simulation implemented with a Grid 
Middleware called Ninf-G2, that is developed by AIST, Japan 
– Ninf-G2 conforms the GridRPC API, a Global Grid Forum 

standard programming API for Grid
– Uses Globus Toolkit 2 for job invocation and communication

• Simulation Scenario
– Silicon and water reaction under stress

Global Grid Forum：
A standardization body for grid         
related technologies

Globus Toolkit：
Infra-ware for  the Grid
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Demonstration
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Architecture for multi-domain network 

• Multi-domain
– Network consists of multiple domains
– Each domain is managed by its own NRM

• Bandwidth between end points in different domains
– Coordination among domains is required
– Three models of coordination
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NW Control 
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Three models of inter-domain coordination
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NW Control 
Plane
Layer

Three models of inter-domain coordination
(2) Local Resource Manager Layer inter-working
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NW Control 
Plane
Layer

Three models of inter-domain coordination
(3) Global Resource Coordinator Layer inter-working
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Pros and Cons of the three models

1. NW Control Plane Layer inter-working (ex. GMPLS E-
NNI)
– Pros: User do not have to care about “multiple domains”
– Cons: GMPLS is an on-demand protocol and can not support 

advance reservation
– Cons: Very close relationship between domains is required. May 

not be always possible for commercial service.
2. Resource Manager Layer inter-working

– Pros: User do not have to care about “multiple domains”.
– Cons: Requested NRM may make a reservation which is 

advantageous for the domain
3. Global Resource Coordinator Layer inter-working

– Pros: User can control combination of domains
– Pros: No under-layer interaction is required
– Cons: User must have knowledge of inter-domain connection

WE EMPLOYED THIS MODEL FOR INTER-DOMAIN CONNECTION
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Experiment on a multi-domain network (GLIF 2006)

• G-lambda & Enlightened collaboration
• “Automated” interoperability between network and 

computing resources in two countries’ grid computing 
research testbeds is shown
– the first such experiment of this scale between two countries 

• Integrated computing and communication technology 
– Automated simultaneous in-advance reservation of  network 

bandwidth between the US and Japan, and computing resources 
in the US and Japan

– World’s first inter-domain coordination of resource mangers for in-
advance reservation

• Resource managers have different I/F and are independently 
developed
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EnLIGHTened Project Overview

• Established in 2005, is a NSF seed-funded collaborative inter-
disciplinary research initiative that seeks to research the integration of 
optical control planes with Grid middleware under both highly dynamic
and advanced reservation application requests. Team: MCNC, LSU, 
NCSU, RENCI, Cisco, AT&T, Calient

• The focuses are on research and integration of cross-layer 
(applications, Grid resource co-scheduling, and optical network control 
plane) and interactions between Management , Control plane and Grid 
middleware.

• The goal of the Enlightened research project is establishing dynamic, 
adaptive, coordinated, and optimized use of networks connecting 
geographically distributed high-end computing and scientific 
instrumentation resources for faster problem resolution.
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G-lambda/Enlightened middleware coordination diagram
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Resource map 
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Demo overview

1. G-lambda makes a reservation. Reservation status will 
be shown.

2. Enlightened makes a reservation. Reservation status will 
be shown.

3. When the reserved time arrives, applications start 
running. 

4. Activated paths and computing resources will be shown 
on MonALISA and RNDS. 
- Enlightened Viz client will show a blackhole.

5. (optional) reserve one more job from G-lambda
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Enlightened: Visualization of remote data

•Data generated by remote 
simulation
•Here : a black hole 
simulation
•Need to explore and 
visualize the dataset
•Enhanced Amira 
visualization system to take 
advantage of optical 
networks
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Enlightened: Distributed data server

•Data available at multiple 
sites
•Distribution can be 
beneficial (parallelism, 
caching options, executing 
simple operations) 
•A distributed data server 
(using the optical networks) 
can be faster than the local 
disk



G-lambda: QM/MD simulation

Start point

End point

• Surveying a chemical reaction path by Nudged Elastic Band 
method
– calculating system configurations during the reaction in parallel

DEMO
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Thank you

G- lambda project
http://www.g-lambda.net/


